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ABSTRACT: The extraction of makeup from 

different faces and the realization of makeup 

migration have made great progress in computer 

vision. However, the existing methods have some 

limitations: (1) The effect of face makeup migration 

under different postures is poor; (2) For complex 

situations such as high-light blush, it cannot be 

taken into account; (3) It is impossible to realize the 

migration of complex pattern makeup in the face. In 

order to solve the problem of poor migration 

between different facial gestures and expressions, 

this paper designs a High frequency-assistance 

Attentive Makeup Morphing module, HAMM, 

which can better generate more realistic face images 

by constructing a mapping matrix with attention 

mechanism for source images and target images. At 

the same time, in order to cope with the loss of high-

frequency information such as high-light blush, 

High Frequency information Guide structure module 

(HFG) was introduced into HAMM. HFG can be 

used to enhance the relative high frequency 

characteristics in the reference image, so as to 

alleviate the influence of the change of pixel value 

in the image on the cosmetic error migration. Then, 

another Pattern Segment Module branch is 

introduced to realize the migration of complex 

patterns. PSM can separate the mask of complex 

patterns from the reference face image and transfer 

it to the target face. Experimental results show that 

our model has achieved advanced results.  

KEYWORDS: Makeup migration, Pattern 

migration, Attention mapping matrix, High 

frequency information guide structure  

 

I. INTRODUCTION 
Human beings are congenitally fascinated 

by beautiful things. Since the establishment of 

human society, people have been keen to use 

various cosmetic tools to render and modify their 

faces: from powder base, eye makeup, eyebrows, 

blush, lip makeup, etc. However, limited by the 

wide variety of cosmetics, different brands, colors, 

and different ways of use, professional stylists are 

often required to guide them to select the makeup 

suitable for their own facial features, which will cost 

unnecessary time and economic costs. Virtual make-

up technology and make-up apps are popular with 

young people at present, but virtual make-up 

technology is often limited to face style or filter-like 

changes, and make-up apps are only guided to 

realize the make-up recommendation mode. Both 

cannot migrate the make-up on other people’s faces 

to their own faces to realize pixel-level make-up 

operation, and users cannot know the effect of the 

same make-up on their own faces.  

In previous studies, Tong [1] proposed a facial 

makeup migration method similar to physical 

makeup. The core of this method is to divide the 

source image and reference image into three layers: 

facial structure layer, skin detail layer and color 

layer, and then migrate the makeup information of 

the reference image to the source image through 

each layer. The migration process of this method is 

complex, the processing speed is slow and the time 

is long. Li [2] decomposes the image into several 

intrinsic layers, according to the reflection model 

based on physics, simulates the makeup by 

manipulating the layer, and finally realizes the facial 

makeup. This method directly operates the layer 

according to cosmetic attributes, and does not 

require face alignment before and after sample 

makeup in the dataset. However, since this method 

largely depends on the accuracy of intrinsic layer   

decomposition, the decomposition error will reduce 

the quality of migration results. In addition, its 

processing speed needs to be improved. The 

traditional makeup migration technology failed to 

achieve the desired migration effect in performance 

and quality.  

With the development of artificial neural 

network technology, artificial neural network has 
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realized pixel-level segmentation and classification 

of images. In face recognition technology, 

DeepFace[3] improves the face alignment method 

by selecting the eye center, nose point and three 

mouth points as the reference points. Jie[4] 

proposed that the HFE module realized the mining 

of the high-frequency edge features of the image by 

the deconvolution method of first down-sampling 

and then up-sampling. R Ranjan [5] proposed a 

multi-task learning frame work that can 

simultaneously detect face global and local key 

points such as posture angle and smile expression to 

further improve the analysis ability of local facial 

features. Toward Open [6] collects the identity 

information of the source image (key information 

such as eyes, nose and mouth) and the posture 

information of the target image through GAN 

network to generate a new face through 

confrontational training. Full face recognition 

technology research provides the possibility for the 

migration of makeup at the pixel level.  

Although the makeup migration method 

based on convolutional neural network can achieve 

a certain degree of makeup migration effect, it is 

still divided from the source image to a specific 

makeup and then migrated to the target image by 

layer channel fusion one by one, which is not 

divorced from the scope of image segmentation. 

Such makeup migration often has realistic 

fragmentation and the overall migration effect is not 

natural enough. Inspired by the GAN network in the 

generation of fused human faces, the generation of 

confrontation network can train true and false 

samples through confrontation to achieve visual 

reality and face images that do not exist in reality. 

At present, the face makeup migration method based 

on generative confrontation network has become a 

research hotspot in the field of face makeup 

migration. BeautyGAN [7] is the first method to use 

GAN for makeup transfer. From the perspective of 

human visual perception, compared with traditional 

methods, the transfer effect has been significantly 

improved. However, BeautyGAN can only deal with 

face images for simple style makeup transfer. 

PSGAN [8] can deal with makeup transfer of 

different postures and expressions. CPM [9] can 

realize pattern transfer and makeup transfer. 

However, these methods have some limitations (1) 

For complex situations such as pattern blush, it 

cannot be taken into account (2) The robustness of 

the transfer is greatly reduced when there is a light 

and dark difference in the face. To solve these 

problems we are going to start from two aspects.  

In view of the situation of complex 

makeup, we believe that some related work 

[PSGAN, BeautyGAN, GLOW] is often difficult to 

deal with the makeup that occupies most of the face 

such as pattern and blush. Only CPM can complete 

both light makeup migration and pattern patch tasks. 

However, due to the limitation of mapping UV 

space, CPM deals with the migration of face 

makeup. For different postures and even different 

face shapes, it is impossible to migrate naturally. 

We try to learn from the dual-branch idea of CPM, 

and one branch completes the migration of face 

makeup with different postures. Another branch 

completes the pattern segmentation and patching. 

Experiments show that our model is natural and 

regular for the migration of complex makeup when 

the model converges well.  

Aiming at the problem of poor face 

brightness and darkness, the traditional generative 

adversarial network is easy to identify the dark tone 

as the gray powder of the makeup. The reason is that 

the extraction of makeup elements is from the 

perspective of the whole picture, which is prone to a 

wide range of makeup similar migration. We believe 

that as long as improving the positioning accuracy 

of the makeup area can alleviate this problem, 

because the change of RGB value in the light and 

dark area is not more intense than the change of face 

contour. Since the regions with large changes in 

image re-frequency domain decomposition are 

slightly high-frequency regions, we try to use the 

high-frequency semantic guidance module to guide 

the migration of the makeup part of the model.  

Our contributions in this article are summarized 

below:  

• We developed a new GAN method for makeup 

migration, which can realize pose/expression, robust 

and accurate makeup migration according to the 

high-frequency information of the image.  

• We propose an optimized generator bottleneck 

module that takes more details into account when 

extracting original and reference images.  

• We use the semantic guidance module of high 

frequency information in the cosmetic matrix 

extracted from the reference image to reduce the 

influence of light and darkness on the error 

migration of cosmetic appearance.  

 

II. RELATED WORK 
Makeup migration based on traditional 

methods. Traditional methods [1,10] focus on 

image preprocessing techniques, such as coordinate 

pixel extraction and adjustment [11] or reflection 

operation [2] , but the use of traditional image 

magnification, an automatic framework for 

example-based virtual makeup. e processing 

techniques for data set integrity [12], the accuracy of 

layer operation have higher requirements[2]. 

Supervisory learning method based on convolutional 
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neural network has achieved remarkable results in 

the field of computer vision. Liu [13] proposed a 

deep local makeup migration network, and selected 

the most similar images to the current plain face 

from the makeup face database, and used the full 

convolution image segmentation network for face 

segmentation and extraction of facial features. 

Finally, the makeup migration of powder 

(corresponding to face), lip color (corresponding to 

both lips) and eye shadow (corresponding to both 

eyes) is completed. Although this method can 

control the makeup concentration, the overall effect 

is not natural enough. Wang [14] proposed a new 

method based on convolutional neural network. 

Firstly, the feature information of source image and 

reference image was located and extracted, and the 

automatic migration of makeup was realized 

through the makeup migration network and loss 

function. Huang [15] proposed a multi-path regional 

fast makeup migration network model. End-to-end 

face calibration was completed by face key point 

detection. The loss function of path difference was 

used to optimize the network according to the 

makeup characteristics of different facial regions. 

Finally, the migration results were generated by 

Poisson fusion and multi-path output. However, all 

kinds of deep learning frameworks based on 

convolutional neural network were concentrated in 

the field of image segmentation and target detection. 

In the application of makeup migration, the local 

features of segmented face were used.  

Makeup transfer based on GANs. Due to the 

excellent performance of GANs in the field of 

unsupervised learning and the support of hardware 

computing power, the main research of makeup 

transfer task is focused on the model research based 

on GANs. The generative adversarial network 

completes the learning through the game between 

two neural networks. In the field of image transfer, 

the generative adversarial network continuously 

learns the feature distribution of the target image by 

identifying the true and false samples, so that the 

source image is generated into an image close to the 

distribution of the target image, which is more 

realistic and similar visually. CycleGAN-based[16] 

model is introduced to transform face-to-face 

makeup style in an unsupervised way, but 

CycleGAN can only realize the global domain style 

migration of images, ignoring the migration effect 

of local facial features. In order to obtain more 

realistic results, BeautyGAN [7] proposed a dual-

input / dual-output generation confrontation network 

framework, which combines global domain-level 

loss and local instance-level loss in the same 

network, and finally realizes the migration of 

makeup, especially the makeup of key parts such as 

eyebrows, eyes and lips. But BeautyGAN learns the 

facial makeup style as well as the spatial distribution 

of a specific face, which leads BeatyGAN to apply 

only to face makeup migration at the same angle 

without landing value. Beauty GLOW[17] proposed 

using GLOW framework to decompose makeup and 

non-makeup components in potential space. LADN 

[18] combines multiple and overlapping local 

discriminators for extreme cosmetic transfers, but 

performs unsatisfactory in fineness. Recently, 

PRNET [19] proposed a 3D face position mapping 

UV module. The UV module separated the key 

information of face position and mapped it to a 

position information space. The pixel migration of 

point-to-point was completed in the position 

information space. Finally, the makeup migration of 

the face was realized by returning the reflection to 

the visual layer. The UV module effectively solved 

the problems of face position and dynamic 

expression, but it often had the problem of losing 

edge information. PSGAN [8] uses the makeup 

extraction network to decompose the makeup of the 

reference image into two space-aware makeup 

matrices. Then, note that the makeup deformation 

module is introduced to specify how the pixel 

makeup in the source image is deformed from the 

reference image, which effectively alleviates the 

problem of edge information loss.  

 

III. FRAMEWORK 
On the basis of previous great research, we 

standardize the makeup migration as an 

unsupervised learning task of image domain 

migration, as shown in 3.1. Then we will describe 

our overall network framework, and introduce our 

makeup extraction network and makeup 

deformation module in 3.2 and 3.3, respectively. 

Finally, in Section 3.4, we will introduce several 

Losses we use.  

3.1. Task Definition  

Let X and Y be called the source image 

domain and the reference image domain. We use the 
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identify the examples of the two image domains. We 

do not need paired data sets, and the source image 

and the reference image can have different 

identities. We assume that  is sampled 

from the source image domain by 

probability , and y is sampled from the 

reference image domain by probability  

The task of our model is to learn a transfer function 

G to map  to the  of the 

reference domain, where  is the makeup 

style of the reference domain image.  
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3.2. Frame  

The overall structure of our model in 

Figure 1 is designed as a double branch structure to 

 handle two tasks, makeup color migration and 

pattern detail filling. For the color transfer of 

makeup, our model takes the source image  and the 

reference image  as input, and the makeup 

extraction network (MDnet) extracts the simple 

makeup style of  into γ  and β two makeup 

matrices. Due to the great difference between the 

source image and the reference image in the head 

posture and expression, the extracted two matrices 

cannot be directly applied to the source image . We 

propose a high-frequency information makeup style 

deformation module HAMM, which changes these 

two matrixes into two new matrixes and . 

Considering that the makeup information is high-

frequency information in the frequency domain of 

the image, we use high-frequency information 

strengthening to make the makeup migration more 

adaptive and more natural. Then the adaptive 

makeup matrix  and  are applied to the input of 

the decoding part, and the makeup transmission is 

realized by the multiplication and addition of the 

elements. The output image obtained by the Manet 

decoding architecture is used to realize the simple 

makeup color migration. For pattern details filling, 

we use multi-scale pooling and high-frequency 

information to guide the segmentation of the detail 

pattern  of the reference image. Under the 

guidance of adaptive low-dimensional convolution, 

the output of the decoding module is directly 

superimposed by channels, so as to achieve 

controllable and robust makeup migration. 

 

 
Figure 1. Overall framework, the overall framework of the model is a two-branch model, in which 

Makeup Distill Net and Makeup Apply Net as part of the generative adversarial network are mainly used 

to refer to the makeup stripping of the face and the common makeup migration from the source image to 

the target image, and the Detail Segment Module is used to realize the migration of complex patterns. 

 

Makeup distill Network(MDNet). MDNet adopts 

the encoder structure in StarGAN, which separates 

features related to simple makeup such as lip glaze 

color eye shadow color from facial features. We 

found that the real-time normalization of bottleneck 

used in the original encoder structure was 

normalized in a channel, and the mean value of 

H*W was calculated for stylized migration; because 

in image stylization, the result depends mainly on an 

image instance, the whole batch normalization is not 

suitable for image stylization, so the  is 

normalized. It can accelerate the convergence of the 

model and maintain independence between each 

image instance. Generate the network encoder 

structure as shown in the Table 1.  
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Table 1.High frequency-assistance Attentive makeup morphing module (HAMM) Module 

  

Because the source image and the reference 

image may present different postures and 

expressions, the two makeup matrices γ and β 

extracted by the generator cannot be directly used in 

the feature map extracted from the source image. 

We propose that the HAMM module is to realize 

this function. He calculates a attention matrix 
HW HWA   to represent how the pixel  

of a source image is deformed to the reference 

 domain image.  represents 

the attention value between the  pixel 

 in the feature graph of  and the 

 pixel  in the feature graph of 

. In other words, referring to the relative 

image position of the makeup part of the image and 

the relative position of the source image, the 

attention value between pixel values should be high.  

In order to describe the relative position mentioned 

above, we first need to label the facial key points as 

anchor points. We select 68 facial key points as 

benchmarks so  can be represented 

as

136i

xp 
:  

1 2 68

1 2 68
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x i i i

i i i

p f x f l f x f l f x f l

g x g l g x g l g x g l

   

  




 (1) 

Where 
( )f 

and
( )g 

represent the coordinates in 

the   domain and in the  

domain, respectively, and  represents 

the th coordinate of the key point of face 

detection. In order to deal with the face with 

different sizes in the image, we divide the 

coefficient by its norm when calculating the 

attention matrix, as shown in Formula 2. In addition, 

considering the different semantics of position 

similarity and the visual similarity between pixels, 

we multiply the specific computational features by a 

learning weight.  

,

exp( , , ) ( )

exp( , , ) ( )

T

j i ji
i j x y

i j

i j T

j i ji
i j x yj

i j

pp
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A

pp
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p p

  
   

    
  

   
    



（2） 

In order to alleviate the influence of the change of 

light and dark tone on the error transfer of makeup, 

we incorporate a high frequency semantic guide 

structure in this module, as shown in Figure 3. 
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Figure 2. The middle layer image with the same size as the make-up feature map in the reference image 

domain is obtained by deconvolution of the down-sampled feature map, and then the make-up feature 

map in the reference image domain is subtracted to obtain the semantic information of relatively high 

frequency. 

 

As shown in Figure2, its structure is simple 

and clear. Firstly, its input comes from two parts, 

one of which is from the makeup feature map in the 

reference image domain, and the other is from the 

feature map after down-sampling. These two parts 

contain different feature information. Under ideal 

conditions, we consider that the former contains 

more information than the latter, or the latter is a 

subset of the former. We amplify the deep feature 

map by one convolution operation and up-sampling 

operation to the same size as the shallow feature 

map, and then subtract the two, so that we can 

obtain the feature map with relatively high 

frequency. Although the high-frequency signal is 

effective, there is also noise. Therefore, we set a 

learning parameter γ to enable the network to 

independently adjust the proportion of high-

frequency signals. Here, we use an addition 

operation to overlay our high-frequency feature map 

onto the original feature map to play a role in high-

frequency enhancement. The design idea of this 

module is to make up for the signal loss caused by 

down-sampling. The above steps can be expressed 

as follows:  

 (3) 

Where R represents the real number field, h,w,c 

represents the height, width and channel number of 

the feature map,   represents the shallow 

input;  represents deep input; δ(·) 

represents convolution operation for uniform 

channel number, 
( )up 

represents up sampling 

operation for uniform feature map size; 

represents the deep input after up-

sampling amplification; represents the 

high-frequency feature map obtained by subtracting 

 and ; γ Represents the 

weight coefficient; represents the final 

feature map after high frequency enhancement. The 

enhancement of this module in the frequency 

domain is equivalent to strengthening the model for 

the extraction of cosmetic information, making the 

migration more smooth and natural. In summary, 

our HAMM module can be expressed as the 

following structural diagram as follows: 
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Figure 3. High frequency-assistance Attentive Makeup Morphing module, HAMM. 

 

The above figure shows the HAMM module 

architecture in our network. The input feature map is 

the feature map extracted by MDNet. The right side 

of the figure is the enhancement of  our HFE high-

frequency information. The enhanced feature map is 

input into two 1 * 1 convolution modules to extract 

the makeup matrix, and then the feature map 

extracted from the source image is processed by 

softmax operation to output a migrated multi-

channel feature map. 

Makeup Apply Network (MANet). MANet uses 

the codec structure mentioned above to align 

convolution and deconvolution operations. Their 

structures are very similar but do not share 

parameters. We also remove the instant 

normalization to avoid the dressing information 

extracted from HAMM being normalized by 

Gaussian distribution to lose information. 

Pattern Segment (PSM) Module. Inspired by the 

dual branch of CPM, we found that there was no 

migration of large area face painted or pattern in the 

original PSGAN related work, and we cited a single 

branch to complete this task as shown in Figure 4. 

 
Figure 4. Pattern Segment (PSM) Module. 
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We find that when large-scale patterns exist 

in the face, there will be strong high-frequency 

information at the edge. We think about whether we 

can use the high-frequency edge information to 

guide the pattern migration in the specific 

implementation. Under the guidance of relevant 

papers, we find that we can control the proportion of 

edge information by multi-scale pooling. Under the 

action of 1X1 convolution, we can separate the 

pattern mask information. The large-scale face 

pattern cover migration under this module will not 

be a problem, and the position information can be 

adaptively changed under the influence of our neural 

network parameters. However, the increase in the 

number of confrontational optimizations caused by 

the increase in tasks may be different on different 

machines, so our network is formally formed. 

3.3. Objective Function 

In this small part, we will introduce the loss 

function used, and the migration task of makeup 

migration has a large gap in the demand for the 

objective loss function used in the neural network.   

Adversarial Loss  [20]: The 

generative adversarial network is the backbone of 

face makeup migration. The purpose of optimizing 

the adversarial loss function is to improve the ability 

of the discriminator to identify the shape feature 

distribution of the key areas of the face (such as 

eyes and mouth), so that the face image generated 

by the generator is more realistic in detail. The anti-

loss function is calculated as follows: 

 

                    (4) 

Where E(∗) represents distribution expectation, G 

represents generator, D represents discriminator. 

 

Cyclic consistency loss  [21]: Due to 

the lack of triple data (source image, reference 

image and migration image), makeup migration is 

essentially an unsupervised learning problem. In the 

training process of generating confrontation 

network, it is difficult to optimize the confrontation 

target alone. CycleGAN proposes a circular 

consistency loss function: the target image is 

regarded as a middleware, and a generator is added 

after the target image to reconstruct the source 

image to generate samples, and  is 

established to ensure that the reconstructed image 

and the source image maintain consistency in the 

distribution. CycleGAN believes that imposing 

constraints on the reconstructed image and the input 

image can optimize the generator’s ability to 

generate high-quality target images. The definition 

of circular consistency loss function is as follows: 

              (5) 

Where                                                   ,                can 

be L1 norm or L2 norm. 

Perception loss : In order to ensure the 

consistency between the face before and after 

makeup, this paper uses the perception loss function 

as a branch loss function. The perception loss 

function can maintain the personal identity 

information of the source image when transferring 

the makeup style. The perception loss reduces the 

difference between the source image and the target 

image by minimizing the difference between the 

high-level features extracted by the deep 

convolution network. The perception loss has been a 

relatively mature technology in the field of face 

image. Generally, the pre-trained VGG-16 model 

[22] on ImageNet can achieve good face fidelity. 

 

 

 

The calculation formula of Perception Loss is:   (6) 

Where                                           , ( ) represents the output of layer  of the VGG-16 model. 

 

 

 

 

Makeup loss  [7]: color capture of key makeup parts such as lips, eyes and faces is the focus of 

makeup migration. In order to improve the effect of makeup migration at these positions, histogram loss of these  
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three local colors needs to be established. Histogram matching is obtained in the same facial area of the 

generated image and the reference image , and a remap image 

is obtained, which constrains the generated image and the reference image 

to have similar makeup style at the position of . 

 is a local area obtained by face analysis model, where 

 represents the set of lips, eyes and faces. The calculation formula of 

local color histogram loss is: 

       (7) 

Therefore, the total loss of color makeup is calculated as: 

                (8) 

In order to strengthen the learning proportion of lips and eyes, is set to 1,  is set to 1, 

is set to 0.1.  

Total loss function: Finally, we confirm the total loss function of the model, which are generator loss and 

identifier loss:  

 (9) 

Where , , ,  are the hyper parameters of each part loss. 

 

IV. EXPERIMENTS 
4.1. Data Collection  

In this paper, MT (Makeup Transfer) data 

set [7] is used as the benchmark model data set. MT 

is the most widely used data set in most face 

cosmetic transfer research. The dataset includes 

3834 female images, including 1115 vegetarian 

images and 2719 cosmetic images, including 

Asians, Europeans and Americans. There are 

differences in posture, expression and background. 

The vegetarian images are all bare makeup, and 

makeup images contain many makeup styles, such 

as smoke makeup, retro makeup, Korean makeup 

style and Japanese makeup style. In the process of 

data cleaning, most of the cosmetic images with 

exaggerated cosmetic style are deleted, and some 

images with obvious differences in face pose angles 

compared with most of the face images are deleted 

to ensure the purity of the data. Finally, 800 

cosmetic images and 480 non-cosmetic images are 

left, and they are cut into images with a resolution of 

256 * 256 pixels to make our facial makeup 

migration dataset. 

In addition, in order to achieve the 

segmentation of patterns and faces, we select a large 

number of patterns from the Internet (e. g., affixing 

flowers, flowers, cinnabar ornaments, facial 

expression patterns, etc.), and manually cover these 

patterns as separate channel layers on 480 non-

makeup images to form a data set of facial pattern 

makeup. This part of the data set has the ability to 

separate the pattern mask from the real makeup. 

4.2. Experimental Setting and Details  

This paper uses Pytorch as the training 

framework of the model, PSM uses UNET50 [23] as 

the pre-training model, and MDNet is fully trained 

through MT data sets. Model training is discrete in 

the process, and we use data set distribution to train 

two main parts: the PSM module responsible for 

facial pattern migration and the MDNet responsible 

for overall makeup migration. Evaluation Method of 

User Perception Evaluation and MS-SSIM [24] 

(Multiscale Structural Similarity) as Evaluation 

Model Capability. 

PSM module of facial pattern migration: this 

branch uses CPM-Synt-1 data set and uses 

supervised learning to train. Each training image has 

a pattern segmentation mask, the size is 256×256. 

We use the UNet structure of Resnet-18 as the pre-

training encoder. Since the original segmentation 

mask is nonbinary, we use sigmoid as activation 

function. After 200 stages of training, the model is 

batched to 4, and the Adam [25] optimizer is used. 

The learning rate is set to 0.0002. In order to solve 

the problem of local oscillation, the learning rate 
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attenuation with step length of 10 and attenuation 

rate of 0.9 is set. 

MDNet of overall makeup migration: this branch 

uses MT data set and uses unsupervised learning to 

train. In order to complete unsupervised learning, in 

each iteration, a makeup image and a non-makeup 

image are randomly selected to form a pair of 

exchange images. Similarly, we cut the image of 

MT dataset and calibrate it to 256 × 256 standard 

format, and then generate an image instance by 

StarGAN[26] encoder. In addition, the high-

frequency enhancement of the image instance 

through the HAMM module is designed to enhance 

the learning of high-frequency information in 

human face makeup (such as high-frequency 

features such as lips, blush and eyebrows 

distinguished from most skin pixels). For the loss 

function of makeup migration, this paper sets the 

following hyper parameters to better train the 

model. The weights of each loss component are as 

follows: =1, =10, =0.005 and =1. 

The weight of histogram matching area is: = 

0.1, =1, =1. Training to generate 

adversarial networks generates a large number of 

copies that take up GPU resources, setting the batch 

size to 1. We use the Adam optimizer with learning 

rate of 0.0002 to train the network until 

convergence. 

 

Evaluation method  

User perception evaluation: User perception 

evaluation is a subjective evaluation index of style 

transfer effect. This paper provides a set of (original 

picture, cosmetic transfer picture, reference picture) 

generated by five cosmetic transfer models 

including BeatyGAN, LADN, PSGAN and the 

proposed model. Ten professionals are randomly 

selected for subjective scoring. Professionals need to 

makeup migration after the image quality, realism 

and pattern migration retention factors as the basis. 

The makeup transfer effect of these sets is 

subjectively scored in the range of 0-100. 

MS-SSIM: Multiscale structural similarity (MS-

SSIM) is a method to calculate the similarity of 

image feature distribution from multiple scales, and 

its calculation formula is:  

 
(10) 

L(X,Y) is brightness contrast factor, C(X,Y)is 

contrast factor, S(X,Y) is structure contrast factor, α, 

β and γ are the weight of each component. When M 

= 1, it represents the original image; when M = 2, it 

represents that the original image is reduced by half, 

and so on. The purpose of MS-SSIM is to measure 

the similarity between illumination and contrast 

between the generated image and the original image. 

4.3. Qualitative experiments  

We compare our model with existing 

published source works, including DMT [27], 

BeautyGAN[7], LADN[18] and PSGAN[8] . We 

only extract some of the work that published the 

source code without worrying about some of the 

new published work and the effect of SOTA 

replication. We present some qualitative results here 

to test the ability of the model to enhance the effect 

of high-frequency makeup and realize the migration 

of facial patterns. Due to equipment reasons, the 

effects of some models cannot be completely 

repeated. We try to take the most representative 

correlation comparison in the same training times 

and time. 

 
Figure 5. Migration effect of our model in 

different reference domains. 

 

As shown in the figure, our model can 

better achieve the task of cosmetic migration. As 

shown in the figure, our model can well capture the 

color of the lips, similar to the most advanced 

BeautyGAN. In addition, due to the high-frequency 

enhancement scheme based on HAMM, our method 

can successfully transfer blush. We randomly 

selected a source image in the MT dataset and 

performed facial makeup migration. The 

representative results are shown in the second line 

of Figure 5. Although not seen during training, our 

network can capture its patterns well and transmit 

them to the output. 

 

 
Figure 6. The comparison between our model 

and other models in the migration effect of 

makeup. 

 

Next we will compare our model with the 

one mentioned above. As shown in the Figure 6, our 

model can well complete the migration of bottom 

makeup and pattern. When the migration of makeup 
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is complex, the robustness of DMT model which 

uses decoupling representation to solve the 

migration of makeup is undoubtedly revealed. At 

the same time, BeautyGAN has a good effect on 

color transfer such as lip makeup but can’t complete 

local interpolation makeup transfer at the same time 

and he doesn’t fully take into account the makeup 

color of the reference image. LADN uses multiple 

overlapping local adversarial discriminators to 

achieve local detail migration between facial 

images. But the face fit is not good. PSGAN cannot 

achieve local interpolation makeup migration, which 

is also its limitation. Our model can be more natural 

and robust migration makeup 

 
 

The comparison table of user perception 

evaluation shows the qualitative results of MT data 

set. Each element represents the average interval of 

user evaluation is 0 – 100. It can be seen from the 

table that our model has achieved high scores in this 

link. Similarly, the images generated by our model 

in the MS-SSIM table also reach the highest 

similarity. 

 

3.4. Ablation Studies 

In order to prove the effectiveness of the two 

proposed modules, we need to perform ablation 

experiments on our modules alone.  

The first is the high-frequency information guidance 

module proposed by us. Without the details 

segmentation module, we test whether our module is 

more natural and robust to the migration of makeup. 

 

 
Figure 7. For the ablation experiment of high 

frequency information guide module, the 

hyperparam-eter γ represents the different 

positions of initialization 

 

In specific experiments, we find that when 

the hyper-parameter γ of the high-frequency 

information guidance module is given to initialize 

the parameter, the final convergence effect of 

different parameters is different. Even if it is a 

learning parameter but initializes to a small number, 

it cannot learn a good interval. So we finally try to 

give it a golden section ratio, so it’s magical to have 

this effect. It can be clearly seen from the figure that 

when a high-frequency information guidance 

module is added, he is highly sensitive to the region 

with strong changes, and can migrate the makeup 

very naturally. 

 

Table 4. Influence of User Perception Evaluation on 

User Feedback in Different Hyperparameter Settings 

and without High Frequency Information Guidance 

Module 

 
 

Table 5. The influence of different super-parameters 

and no high-frequency modules on the final SSIM 

calculation values 

 
 

As can be seen from the table, when γ = 0.618, the 

score of user perception evaluation and MS-SSIM 

are best.  

Next, we will do ablation experiments for our 

model’s pattern detail segmentation patch module. 

 
Figure 8. PSM Module Ablation Experiment 

 

As shown above, we find that when the 

reference image has a large range of patterns, the 
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segmentation of the PSM module and the patch can 

complete this task well. In the end, we put out more 

experimental results. Considering the problem of 

portrait rights, we need to carefully select images, 

and finally select more reliable images for 

migration. 

 
Figure 9. Our model migrates to other people’s 

faces where the first three in each row are 

reference images and the last three are respective 

effects. 

 

CONCLUSION 
In this paper, based on previous studies, we 

propose high-frequency information guidance 

module and detail pattern makeup migration 

module, which can also converge to better results 

when hardware resources are not very sufficient. In 

the specific experiment, we found the influence of 

the hyper-parameter presupposition of high-

frequency information on the results and the 

dependence of the pattern transfer module on the 

posture. It was found that when the postures of the 

reference image and the original image were 

completely mismatched, the pattern patch would 

have a great mis-transfer situation. Our makeup 

transfer method was suitable for use under the 

condition that the postures of the given reference 

image and the original image did not change in a 

wide range, but the face was dark and the bottom 

makeup distribution was extremely uneven. We 

hope that the follow-up work can solve the problem 

of pattern error migration. 

Conflicts of Interest: The authors declare no 

conflict of interest. 

 

SOME OF THE ADVANAGES FROM THE 

ABOVE RESULTS  

a) We developed a new GAN method for makeup 

migration, which can realize pose/expression, robust 

and accurate makeup migration according to the 

high-frequency information of the image. 

b) We propose an optimized generator bottleneck 

module that takes more details into account when 

extracting original and reference images. 

c) We use the semantic guidance module of high 

frequency information in the cosmetic matrix 

extracted from the reference image to reduce the 

influence of light and darkness on the error 

migration of cosmetic appearance. 
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